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ABSTRACT 
Heart diseases continue to be a major global cause of morbidity and death. 
Their timely and accurate diagnosis for improved patient outcomes is direly 
needed. Clinical biomarkers for the timely diagnosis of heart diseases are 
known but underutilized due to the use of conventional analytical methods 
that lower the efficiency to handle large datasets. Furthermore, conventional 
methods also fail to incorporate demographic biomarkers such as age and 
hemodynamic biomarkers such as heart rate and diastolic blood pressure. 
This significantly influences heart diseases. Using cutting edge machine 
learning (ML) techniques including Lasso regularization, support vector 
machine (SVM), and gradient boosting (GB), this study investigated the 
importance of clinical biomarkers for heart disease prediction. Troponin and 
Creatinine Kinase - MB (CK-MB) were found to be the most significant 
predictors among the examined characteristics in every model, 
underscoring their crucial importance in the diagnosis of myocardial 
ischemia and damage. Diastolic blood pressure was also found to be an 
adequate predictor, highlighting its role in increasing cardiovascular risk 
because of autonomous dysfunction. While SVM and GB performed 
strongly in managing intricate data relationships, Lasso regularization 
successfully decreased feature redundancy. The results support the use of 
clinically applicable biomarkers in conjunction with machine learning to 
improve the accuracy of diagnosis and also opens the door to the 
personalized treatment of heart disease. Validating these findings in a 
variety of populations and adding more biomarkers for a thorough risk 
assessment should be the main goals of future studies. 
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GRAPHICAL ABSTRACT  

 
1. INTRODUCTION  

For the past few decades, heart diseases (HDs), often referred to as 
cardiovascular diseases (CVDs), have been the leading cause of mortality 
all around the globe. These diseases encompass a variety of conditions that 
affect the heart. Every year, over 17.9 million deaths are reported due to 
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CVDs, as estimated by WHO (World Health Organization) [1]. The 
European Society of Cardiology estimates that 3.6 million people are 
diagnosed with heart diseases each year, out of an overall population of 26 
million. Common symptoms of heart diseases include swollen feet, 
muscular weakness, and shortness of breath [2].  

Clinical biomarkers are essential for diagnosing and managing heart 
diseases. They provide valuable insights into the physiological and 
pathological processes associated with cardiovascular risks. These 
biomarkers include troponin, CK-MB, and blood pressure, all of which are 
widely used in clinical practices due to their high specificity and sensitivity 
[3]. The integration of these biomarkers in diagnostics significantly 
enhances clinical decision-making by enabling early detection, reducing 
uncertainty, and increasing precision. The important biomarkers associated 
with heart diseases are shown below in Table 1. 
Table 1. Clinical Biomarkers and their Significance in Heart Diseases 

Biomarkers Significance 

Age 
Aging causes arterial stiffening, endothelial 
dysfunction, and increased prevalence of some 
conditions, such as hypertension [4]. 

Gender 
Men have a higher risk of developing heart 
diseases at a younger age than women, which 
could be elevated due to hormonal changes [5]. 

Systolic Blood 
Pressure 

Its elevated level predicts a strong cardiovascular 
event [6]. 

Diastolic Blood 
Pressure 

It indicates elevated peripheral resistance, 
especially in younger individuals [6]. 

CK-MB It indicates myocardial necrosis and also detects 
reinfarction [7]. 

Troponin It specifies myocardial injury and also assesses the 
severity of cardiac damage [8]. 

In the current global scenario, diagnosing CVDs at an early stage 
through their symptoms remains significantly difficult. If not detected 
timely, CVDs may cause mortality [9]. Without access to modern 
technologies and trained medical personnel, diagnosing and treating heart 
diseases is highly challenging. This is due to the fact that the assessment of 
the patient’s medical background and physical examination, including 
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detecting CVDs is based on critical symptoms [10]. However, the findings 
of this diagnostic procedure do not accurately identify the heart patient. 
Additionally, the analysis is costly and computationally challenging2. 
Clinically useful methods to predict and detect CVDs would involve 
machine learning and data mining [11].  

The expanding availability of healthcare records and the rapid 
advancement of analytical tools is revolutionizing the healthcare industry. 
Within artificial intelligence, machine learning (ML) is a developing field. 
Its main goal is to build systems, give them the ability to learn, and use that 
learning to generate predictions. To create models, it looks for hidden trends 
in the input dataset and produces highly accurate predictions for fresh 
datasets. After cleaning the dataset, any values that are missing are filled in. 
The new input is used to predict the risk associated with heart diseases, 
followed by an accuracy assessment [1].  

Recent research confirms that ML algorithms can be used in clinical 
contexts. Internal validation requires the integration of biomarkers with 
demographic information in order to obtain high accuracy in predicting  
cardiovascular events via gradient boosting (GB) [12]. A recent study 
revealed that support vector machine (SVM) is easily adapted to different 
cardiac situations and is also useful in predicting heart failure. In the current 
study, CVDs are predicted using various ML methods, such as SVM, 
random forest (RF), and logistic regression (LR). These methods were 
chosen because they work effectively in solving non-linear classification 
problems. Based on the results, SVM performed better than both LR and 
RF, averaging an area under the ROC curve value of 78.84%, while giving 
78.41% for LR and 77.50% for RF. The above results indicate that SVM is 
more suitable as a method to predict CVDs, as compared to other methods 
[13]. 

The suggested hybrid framework bridges the gap between clinical 
practice and ML by utilizing interpretability and feature selection. The 
model identifies the strongest predictive variables, while keeping things 
transparent for physicians by fusing ML with healthcare. This is crucial in 
the medical field, as doctors need precise and useful information to 
determine that AI-driven predictions meet the accepted diagnostic 
standards. By ensuring the model’s accuracy and interpretability, this 
method faciliates real-time diagnostic decision-making and individualized 
treatment planning [14]. 
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Although considerable progress has been made, almost all efforts focus 
on either biological validation or computational techniques, rarely bridging 
the gap between the two. Datasets often lack adequate demographic and 
heamodynamic variety to draw generalizable conclusions. Hence, this study 
employs the use of ML models to classify clinical biomarkers comprising 
demographic and heamodynamic factors for early and timely diagnosis of 
heart diseases. By bridging this gap in clinical diagnostics and incorporating 
ML, the study anticipates significant advancement in the cardiology 
precision medicine. 
2. METHOD 

ML is gaining popularity in the field of cardiovascular medicine. 
Finding the most practical ML algorithm for CVD datasets is still difficult, 
even with the abundance of available techniques [15]. 

The approach employed in this research aims to achieve this challenging 
objective by applying a wide range of ML algorithms to a well-selected 
dataset. For this purpose, the proposed methodology comprises data 
collection and preprocessing, application of ML algorithms, and 
performance evaluation, as shown in Fig. 1 below. 

 
Figure 1. Heart Disease Classification Framework 
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2.1. Dataset and Preprocessing 
Dataset related to heart diseases was extracted from the online 

repository [16] and organized for the purpose of this research. The 
properties of a dataset are its features that are essential to analyze and 
predict the concerned problem. Many factors are considered to predict 
diseases, such as gender, chest discomfort, and blood pressure. Conversely, 
one method for dataset attribute selection is to use the matrix of correlation. 
The dataset used in the study comprised 1,319 entries with the following 9 
attributes, as shown in Table 2. 
Table 2. Description and Classification of Attributes Used in the Dataset 
for Heart Diseases [16] 

Attribute Description Data Type 
Age Patient’s age Integer 

Gender Patient’s gender (1 = Male, 0 = 
Female) Integer 

Heart Rate Heart rate of the patient (beats 
per minute) Integer 

Systolic Blood 
Pressure 

Patient’s systolic blood pressure 
(mmHg) Integer 

Diastolic Blood 
Pressure 

Patient’s diastolic blood 
pressure (mmHg) Integer 

Blood Sugar Patient’s blood sugar level 
(mg/dL) Float 

CK-MB Creatine Kinase-MB level Float 
Troponin Troponin level Float 

Result Diagnosis result (positive or 
negative) 

Categorical 
(Object) 

The graphical distribution of the individual attributes of the dataset 
reveals crucial trends, patterns, and variability. The representation provides 
a robust foundation for the application of ML models to predict heart 
diseases effectively. The pie charts shown in Fig. 2 allow an intuitive 
understanding of individual variables. 
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Figure 2. Distribution of Attributes in the Dataset (a) Age (b) Gender (c) 
Heart Rate (d) Systolic Blood Pressure (e) Diastolic Blood Pressure (f) 
Blood Sugar (g) CK-MB (h) Troponin (i) Results 

Initially, the preprocessing of dataset involves removing noises or 
missing values to obtain accurate and authentic results. This was carried out 
by the addition of new variables with a strong predictive value and the 
removal of any features deemed unnecessary for analysis. The missing 
values were imputed, features were chosen and scaled, and classes were 
balanced to improve the accuracy of results. It was ensured that each feature 
had a standard deviation of one and a mean of zero. 
Table 3. Data Quality of Dataset 

Data Quality Count Percentage 
Valid 1319 100% 
Mismatched 0 0% 
Missing 0 0% 

As shown in Table 3, dataset was preprocessed with 1319 valid entries. 
There were no mismatched or missing values. According to the table, the 
mean value is 56.2, while the standard deviation is 13.6. The distribution of 
data is shown by quantiles; the minimum quantile is 14 and the maximum 
quantile is 103. This characterizes the data as having central tendency and 
variability.  Data distribution and the quantiles of dataset are shown below 
in Table 4. 
Table 4. Data Distribution and Quantiles of Dataset 

Data Distribution Value 
Mean 56.2 
Standard Deviation 13.6 

i 
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Data Distribution Value 
Quantiles 

Minimum 14 
25% 47 
50% (Median) 58 
75% 65 
Maximum 103 

2.2. Machine Learning Algorithms 
The use of ML is on the increase in the field of cardiovascular medicine. 

Despite the availability of ML techniques, it still remains difficult to find 
the most practical ML algorithm for cardiovascular disease datasets [15]. 
The models used in this study are discussed below. 

2.2.1. LASSO Regularization. Regression models are often applied in 
statistical analyses. They are commonly used to calculate the probability 
(often the expected risk) of some future occurrences or expected results 
[17]. 

LASSO regression is a common variable screening technique. The 
coefficient is always compressed by the addition of a penalty term to the 
model estimation term. The goal for it is to be simple enough, but still be 
able to solve the problems of overfitting and multiple correlations [18]. 
LASSO regression strives to find the variables and hence matches 
regression coefficients that lead to the lowest prediction error in a model. 
To do this, a constraint is applied to the model parameters, so that the sum 
of regression coefficients’ absolute values is less than the specified value 
(λ) [17]. 

The λ with the smallest deviation is what the cross-validation curve 
shows. This value results in the best fitting effect of the LASSO regression 
model [18]. 

𝑤𝑤 = arg min
𝑤𝑤
 �  
𝑁𝑁

𝑖𝑖=1

(𝑦𝑦𝑖𝑖 − 𝑤𝑤𝑇𝑇𝑥𝑥𝑖𝑖) = (𝑋𝑋𝑇𝑇𝑋𝑋)−1𝑋𝑋𝑇𝑇𝑦𝑦 (1) 

Equation (1) eleborates the least squares method for linear regression, 
where 𝑤𝑤 is model parameter, 𝑥𝑥𝑖𝑖 is the input feature, 𝑦𝑦𝑖𝑖 is label, 𝑁𝑁 is the 
training sample number, 𝑋𝑋 is input data matrix, 𝑦𝑦 is the target outputs, and 
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arg min
𝑤𝑤

 is the minimum sum of squared errors for 𝑤𝑤. Whereas,  
(𝑋𝑋𝑇𝑇𝑋𝑋)−1𝑋𝑋𝑇𝑇𝑦𝑦 is the optimal analytical solution for 𝑤𝑤 [18]. 

2.2.2. Support Vector Machine. SVM is a very powerful and 
frequently used ML technique for classification and regression. Its job is to 
separate different classes in a dataset by attempting to find a hyperplane 
maximizing the margin between the classes. Shipping means that it looks 
for the best boundary with which to distinguish between different categories 
of data points. SVM identifies the subsets of data points, the so-called 
support vectors, during the training process. As these points define the 
decision boundary, they are critical. In fact, only a small fraction of the 
whole dataset is recycled as support vectors which makes SVM efficient 
[19].  

To measure how closely predictions and actual outcomes match, mean 
absolute error or MAE is used, as shown below in equation (2). 

𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
�  
𝑛𝑛

𝑖𝑖=1

|𝑦𝑦𝑖𝑖 − 𝑦𝑦𝚤̃𝚤| (2) 

The definition of an estimator with respect to the determined parameter 
θ' is the root squared of the mean square error or RMSE. It may be computed 
using equation (3) which predicts that lower the RMSE, the better the 
performace of the model [20]. 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = � 
𝑛𝑛

𝑖𝑖=1

�𝑦𝑦𝑖𝑖−𝑦̃𝑦𝑖𝑖�
2

𝑛𝑛
 (3) 

In SVM, average distance can be calculated as in equation (4) which 
tells us how well the classes are separate [20]. 

aver𝐷𝐷𝐾𝐾 =
∑𝑗𝑗𝑗𝑗=1
𝑚𝑚

 m
 (4) 

Recursive Feature Elimination (RFE) method is particlulary used with 
SVM, where some features might be irrelvent or redundent which hurts the 
accuracy. It is an iterative method which trains the model, as well as 
measures and ranks the features’ importance based on the magnitude of 
model coefficient 𝑤𝑤. For linear SVM, coefficient 𝑊𝑊𝑗𝑗  directly indicates the 
feature importance, as shown in equation (5) below. 

https://ojs.umt.edu.pk/index.php/jmr
https://ojs.umt.edu.pk/index.php/jmr
https://ojs.umt.edu.pk/index.php/jmr
https://ojs.umt.edu.pk/index.php/jmr


Safdar et al. 

 
51 Department of Knowledge and Research Support Services 

 Volume 5 Issue 1, Spring 2025 
 

Feature Importance = ∣ wj ∣                                                                       (5)  

2.2.3. Gradient Boosting Classifier. Gradient boosting (GB) is one of 
the most powerful ML techniques used for regression and classification 
tasks. The method ensembles learning, also known as boosting, by 
combining multiple weak learners (models that perform slightly better than 
random guess) into a strong learner [21, 22].  

It operates in a step-by-step fashion, whereby the successor reduces the 
error by learning from the mistakes of the predecessor. Weights are updated 
at each stage of this process. The iterations keep going until the loss function 
is minimized. The additive model, the loss function, and weak learners are 
the three primary components of GB. The loss function is used to calculate 
the accuracy of heart disease prediction using the existing data. The additive 
model adds one weak learner at a time, working sequentially and iteratively. 
Weak learners are the ones that categorize the data poorly [21]. 

The aim of GB is to estimate a target function F∗(x), which associates a 
value y with each input instance x. To minimize a loss function L(y,F(x)), 
it measures how well do predictions by the model fit to the real values of y. 
Moreover, it includes ways to prevent overfitting. This applies shrinkage 
(decreasing the contribution of each model) and reducing model complexity 
[22].  
2.3. Performance Evaluation 

2.3.1. Accuracy. Accuracy is the ratio of accurately predicted 
observation to the total observation [1]. Two performance metrics, namely 
accuracy and false alarm rate computed as equation 5, are used to assess the 
performance [23]. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (5) 

Here, true positive is TP, true negative is TN, false negative is FN, and 
false positive is FP. False alarm rate (FAR) can be calculated as shown in 
equation 6 below [23]. 

𝐹𝐹𝐹𝐹𝐹𝐹 =  
𝐹𝐹𝐹𝐹

𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇
 (6) 
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2.3.2. Precision. It is the ratio of true positive observations to the sum 
of true positives and false positive observations. It is computed below as 
shown in equation 7. 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (7) 

Here, true positive is TP while false positive is FP. 
2.3.3. Recall. It is the ratio of true positive predictions to the sum of true 

positive and false negative predictions. By definition, it is calculated as 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
 (8) 

2.3.4. F1 Score. It is the average of recall and precision. So, it can be 
calculated as [1] 

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =  
2(𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 × 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)
𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

 (9) 

3. RESULTS 
The dataset was split into training (70%), validation (15%), and testing 

(15%) subsets. This sort of splitting prevents overfitting and ensures fair 
evaluation. Out of 1319 samples in the dataset, 923 samples were trained, 
while 198 samples were validated and tested on models. The process of 
determining which hyperparameter combinations enable the model to 
optimize its accuracy is known as hyperparameter tuning [24]. The 
parameters employed for classification are shown below in Table 5. 
Table 5. Hypertuning Parameters  

Support Vector Machine 
Different Regularization Strengths C [0.01, 0.1, 1, 10] 
Kernal Linear 
Gamma Scale 
Top Feature Selection 5 

Gradient Boosting 
n_estimators 10, 50, 100 
learning_rate 0.1 
max_depth 3 
Subsample 1.0 
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Lasso Regularization 
Alpha 1.0 
max_iter 1000 
Tolerance 1e-4 

3.1. LASSO Regularization 
Lasso (L1) regularization was applied to logistic regression in order to 

predict the most significant feature by shrinking the irrelevant features 
towards zero, as shown in Table 6. 
Table 6. Significant Clinical Biomarkers and their Respective Coefficient 
Value Predicted by Lasso Regularization 

Clinical Biomarker Coefficient Value 
Troponin 78.9295 
CK-MB 19.0294 
Age 0.5598 
Gender 0.1626 
Heart Rate 0.0059 
Systolic Blood Pressure -0.0754 
Diastolic Blood Pressure 0.0322 
Blood Sugar -0.1193 

According to the table, troponin has the highest coefficient valuemaking 
it the most influential biomarker, probably because it is linked to heart-
related diseases. CK-MB also plays a significant role but much lower than 
troponin. Even though it has less of an impact, age still influences 
prediction. Lasso shrinks the value of less important features to zero which 
helps in feature selection. 

Through Lasso regularization, the bar graph classifies the significant 
biomarkers for heart disease prediction, showing their respective 
coefficients on y-axis and biomarkers as features on x-axis. The 
significance of these characteristics in predicting the target variable is 
shown by their respective Lasso regression coefficient. The stronger the 
correlation with the result, the higher the coefficient. 
3.2. Classical Gradient Boosting 

The total number of samples were 1319. The samples used for training, 
validation, and testing were 923, 198 and 193, respectively. Validation 
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accuracy, checked with 50, 100, and 200 number of estimators was 0.9697, 
where test samples were evaluated through confusion matrix. The most 
effective biomarkers found by using the GB model, ordered according to 
how significant they were in predicting the results, are shown in Table 7 
below. 
Table 7. Top Biomarkers Identified via GB 

Rank Feature Importance 
7 Troponin 0.609001 
6 CK-MB 0.376480 
3 Systolic blood pressure 0.005626 
5 Blood sugar 0.004981 
1 Gender 0.001960 

Based on the above table, troponin stands out as the most significant 
predictor with the highest significance score (~0.6) in the graph, which 
displays feature importance ratings determined via GB. With a significant 
contribution (~0.3) CK-MB comes next, emphasizing its value in the 
diagnosis of cardiac disorders. On the other hand, characteristics like blood 
sugar, systolic and diastolic blood pressure, age, gender, and heart rate 
remain insignificant and play only a small part in the model’s predictions. 
According to these findings, troponin and CK-MB are the most important 
biomarkers for predicting cardiac-related outcomes, whereas other 
characteristics have a minimal bearing on the final prognosis. 
3.3. Support Vector Machine 

SVM was used to classify biomarkers through bar graph, as shown in 
Fig. 5, using recursive feature elimination (RFE). Based on the impact of 
biomarkers on classification, the model prioritizes diastolic blood pressure, 
heart rate, and blood sugar as key predictors, signifying their higher 
contribution to the prediction of heart diseases, as shown in Figure 5. It 
shows how efficiently these features separate heart disease patients from 
normal individuals. 
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Figure 5. Biomarker Identification via SVM 

After training the model, hypertuning parameters with different values 
of regularization were set. The best performance was achieved at C = 10, 
with a validation accuracy of 86.87%, showing the model’s robustness in 
classifying heart diseases, as shown in Table 9. 
Table 8. Grid Search for the Regularization Parameter 

Regularization Parameter Values Accuracy 
0.01 67.68% 
0.1 73.23% 
1 76.77% 
10 86.87% 

3.4. Evaluation Matrics 
These algorithms were evaluated by using confusion matrix. It is a 

valuable tool to measure the performance of classification models. It 
provides the breakdown of correct and incorrect predictions across various 
classes. 
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Figure 3. Confusion Matrix for Performance Evaluation (a) LASSO 
Regularization (b) SVM (c) GB 

The confusion matrix of Lasso regularization, shown in Fig. 5 (a), 
revealed that 66 healthy individuals were classified correctly. On the other 
hand, 119 individuals with heart disease were identifed correctly. The 
model is robust as the rate of false negative and false positive remains low, 
that is, 8 and 5 misclassifications, respectively.  

SVM classified 65 cases accurately as healthy individuals and 109 as 
diseased. On the contrary, it mistakenly identified 9 healthy individuals as 
diseased and failed to detect 15 cases of affected patients, as shown in Fig. 
5 (b). The GB classifier obtained a high accuracy of 95% according to the 
confusion matrix, as shown in Fig. 5 (c). Moreover, it accurately detected 
161 positive cases (true positives) and 97 negative cases (true negatives). 
Nevertheless, it incorrectly identified two positive cases as negative (false 
negatives) and four negative cases as positive (false positives). These 
findings show that the GB model performs an effective task of 
classifying attributes into appropriate classes. 
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C 
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Figure 4. Receiver Operating Characteristics (ROC) Curve (a) LASSO 
Regularization (b) SVM (c) GB  

These models were also evaluated based on the receiver operating 
characteristics (ROC) curve. It shows the graphical representation of the 
diagnostic ability of a classification model. As the classification threshold 
changes, this plot illustrates the trade-off between the true positive rate 
(sensitivity) and the false positive rate (specificity). The performance of 
LASSO regularization is shown in Fig. 6 (a) graphically by using the ROC 
curve. The model can differentiate between positive and negative classes 
with 75% probability, as indicated by its modest performance area under 
graph (AUC) of 0.75.  

The ROC curve of SVM, shown in Fig. 6 (b), has an AUC of 0.96 which 
is close to 1. This shows the excellent performance of the model in 
distinguishing between positive and negative classes. The model achieves a 
high true positive rate (sensitivity) and a low false positives rate (specificity) 
as the curve moves upwards and comes close to the top-left corner of the 
plot. With an AUC of 1.0, the ROC curve shows that GB, as shown in Fig. 
6 (c), performs exceptionally well and comes close to being a perfect 

A  B 

C 
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classifier. This model shows specificity through a true positive rate nearly 
equal to 100% and a false positive rate close to 0%. 
Table 9. Classification Report 

Model Class Precision Recall F1-
score Support Accuracy 

Lasso 
Regularization 

0 0.93 0.94 0.93 74 0.89 1 0.89 0.96 0.93 124 
Support Vector 

Machine 
0 0.81 0.88 0.84 74 0.87 1 0.92 0.88 0.90 124 

Gradient 
Boosting 

0 0.98 0.96 0.97 74 0.98 1 0.98 0.99 0.98 124 

Comprehensive performance evaluation was conducted to assess the 
effectiveness of the models for feature selection. Metrics including 
accuracy, precision, recall, and F1-score were used to assess each model’s 
performance. In Lasso regularization, hyperparameter tunning was 
performed by using different values of alpha to optimize regularization 
strength. The validated accuracy of 89.39% is shown by 0.001. It ensures a 
fine balance between feature selection and predictive performance. In the 
final model evaluation, the test dataset showed 93.43% accuracy, ensuring 
a high reliability of the model in biomarker classification for heart diseases. 
After the training model, hypertuning parameter with different values of the 
regularization parameter were performed for SVM. The best performance 
was achieved at C = 10, with a validation accuracy of 86.87%, which shows 
its robustness in classifying heart diseases. This model achieves a precision 
of 92% and a recall of 88%. GB correctly classified the major cases with an 
overall accuracy of 98%. With a precision rate of 98%, it actually classified 
negative cases with 98% recall.  

The classification report is displayed in Table 9. Performance metrics 
revealed that GB outperforms both Lasso regularization and SVM with the 
highest accuracy of 98% and balanced precision, recall, and F1-scores 
across both classes, making it a reliable model for classification. 
4. DISCUSSION 

A key element of preventive healthcare is the early detection of cardiac 
disease, since it enables efficient interventions that significantly improve 
patient diagnosis. Numerous conditions, such as hypertension, coronary 
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artery disease, valvular heart disorders, and cardiomyopathy contribute to 
heart illness, which is categorized as a complicated clinical syndrome. The 
heart’s ability to sufficiently pump blood to meet the body’s needs is 
severely hampered by the reduced cardiac function caused by the 
aforementioned disorders [25]. 

The global disease burden of ischemic heart disease (IHD) is huge, that 
is, approximately 125 million individuals are affected world wide, 
presenting 1.72% of the global population. There were about 9 million 
deaths alone in 2017 due to IHD, making it a major cause of mortality. By 
2030, an increase is expected in its prevalence, which is forecasted to be 
1,845 per 100,000 persons due to aging and worsening lifestyle risk factors 
[26]. This escalating burden signifies the critical need for effective and early 
diagnostics.  

This study found that troponin and CK-MB are consistently significant 
biomarkers to predict heart disease using both GB and Lasso regularization. 
Diastolic blood pressure and heart rate are also significant determinants of 
heart disease, as suggested by SVM. The difference is created by clinical 
biomarker identification through important feature selection across these 
algorithms due to their underlying feature selection mechanisms and 
functional framework.  

Lasso regularization linearly builds the correlation between the 
predictor and outcomes and shrinks the value of non-important features to 
zero, while the dominant becomes more prominent [27]. In GB, the 
relationship is built non-linearly among features and weak points are 
boosted to equally distribute their potential and rank them according to their 
importance [12]. On the other hand, SVM makes feature classification by 
using hyperplane with nonlinear interaction [28]. Acute cardiac biomarkers, 
such as troponin and CK-MB, because of their strong correlation with heart 
disease, are classified by Lasso regularization and GB. While, 
hemodynamic parameters including diastolic blood pressure and heart rate, 
which contribute to the risk of long-term heart disease, are prioritized by 
SVM. 

In this study, GB outperformed others with 98% accuracy. This was also 
demonstrated by the study of Ren et al., which predicted coronary heart 
index (CHI) as a non-invasive, effective, and trustworthy diagnostic tool 
based on an XGB-based model. The application of this novel technique may 
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result in more accurate and successful treatment plans, which would 
ultimately enhance patient outcomes [29]. The Lasso regression model 
works well with low-dimensional data, is simple to use, and is highly 
effective with linear data. Nevertheless, when variables have intricate 
relationships, it fails to achieve high accuracy [30]. The random forest 
model can suffer from over-fitting if it detects noise in the training data, but 
it scales well with big datasets, achieves high accuracy with many decision 
trees, and is robust to noise. In contrast, the SVM model is more robust than 
the Lasso regression model, performs well in classifying semi-structured or 
unstructured data, and has a lower risk of overfitting. However, it is not 
appropriate for large datasets with many features or datasets with missing 
values, which results in poor generalization on new data and lack of 
interpretability [31]. 

Heart diseases comprise complex pathophysiological processes which 
vary greatly among individuals. Hence, it is difficult to collect all features. 
Consequently, the attributes employed for the ML model might not be 
applicable to all individuals. ML algorithms depend on multiple factors. In 
addition to clinical characteristics, the ultimate performance of a model is 
determined by its complexity, hyperparameters, and method variations. 

One very specific biomarker of myocardial damage is troponin, which 
is released into the bloodstream during cardiac injury. Studies have 
repeatedly demonstrated its use as a diagnostic and prognostic tool in heart 
disease [32]. Myocardial CK-MB or creatine kinase, for many years, has 
been considered an isoenzyme of creatine kinase and used to identify 
myocardial necrosis. Though less specific than troponin, CK‐MB remains a 
useful marker and, in combination with other clinical indicators, may still 
be useful [33]. Although these biomarkers are used commonly in clinics, 
research on how they could be incorporated into ML models remains scarce. 
The performance of various ML models varies greatly. The ideal ML model 
should be determined based on the the quantity and quality of the data, as 
well as the optimized algorithms with the best hyperparameters.  

Troponin is an important component of contractile apparatus in cardiac 
myocytes and results in the formation of troponin-tropomyosin complex. 
This complex is significant for the interaction between actin and myosin 
during muscle contraction through calcium signaling. Ischemia and necrosis 
lead to myocardial injury that affects cardiac sarcolemma. This causes the 
release of cardiac specific Troponin T and Troponin I into the bloodstream. 
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This is a direct indicator of cardiomyocyte damage. Troponin is widely used 
as a gold standard biomarker for the diagnosis of acute myocardial 
infarction, since elevated levels of Troponin I and Troponin T have high 
sensitivity and specify to cardiomyocyte damage. During myocardial injury, 
troponin is present in 99% high concentration for days, acting as a 
diagnostic window [8]. In addition to its diagnostic role, troponin level is 
also associated with cardiac damage and highlights risk stratification and 
long-term prognosis in patients with heart disease [34]. 

Creatine Kinase-MB (CK-MB) is an isoenzyme of creatine kinase that 
acts as a valuable biomarker for myocardial injury, particularly working 
with troponin. CK-MB level rises in blood rapidly after myocardial damage. 
It peaks within 18 to 24 hours and normalizes in 2 to 3 days, making it useful 
in the diagnosis of recurrent ischemic event and reinfarction. It is also used 
in monitoring perioperative cardiac infarction and differentiating cardiac 
injury from skeletal muscle injury [33].  

Diastolic blood pressure (DBP) and heart rate are chronic risk markers 
that emphasize long-term progression of cardiovascular events due to 
autonomous cardiac dysfunction. They are associated with coronary 
perfusion impairment, vascular stiffness, left ventricular hypertrophy, 
inflammation, and oxidative stress [34]. 

This study signifies the combined importance of troponin, CK-MB, and 
age in ML-based predictive models. Advances with computational methods 
enable the integration of various biomarkers with demographic and clinical 
data that helps to improve the reliability and accuracy of prediction.  

Troponin and CK-MB are biological indicators of myocardial 
pathophysiology. Their elevated levels signal critical cellular processes, 
such as apoptosis, necrosis, and inflammation, which are the hallmark of 
heart diseases. The findings highlight the importance of such models being 
integrated within diagnostic procedures and show that clinical biomarkers 
may be combined with machine learning for the prediction of heart disease. 
The goal of future research should be to validate these results in broader and 
more varied groups. Finally, predictive accuracy of these models may also 
be improved by examining imaging data and other clinical characteristics. 
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4.1. Conclusion  
This investigation underscores the significance of troponin and CK-MB 

as powerful diagnostic markers for heart conditions. A variety of ML 
approaches were used to consistently find these markers, namely Lasso 
regularization, SVM, and GB. Their use in clinical cardiology confirmed 
their biological value as biomarkers of myocardial damage and ischemia. 
Numerous algorithms showed that machine learning and clinical 
biomarkers can be joined to increase diagnostic precision. Future studies 
should attempt to improve their predictive performance by incorporating 
other biomarkers and validate these findings in larger, more diverse 
populations. Utilizing cutting edge computational techniques, this strategy 
offers a mechanism to more efficiently diagnose and treat heart diseases, 
ultimately improving patient outcomes. 
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