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ABSTRACT Predicting stock market trends in emerging economies is challenging due to 

volatile conditions and limited data availability. While artificial intelligence (AI) is 

transforming financial forecasting globally, its application remains limited in the Pakistan Stock 

Exchange (PSX). The current study aimed to bridge this gap by introducing a novel hybrid 

forecasting model. This model integrates Generative Adversarial Networks (GANs) for data 

augmentation with Long Short-Term Memory (LSTM) networks for temporal analysis, 

powered by real-time data acquired through ethical web scraping. Evaluated on PSX-100 index 

data from 2018 to 2023, the proposed GAN-LSTM model achieved a Mean Absolute 

Percentage Error (MAPE) of 4.80%, a 22.4% improvement over the ARIMA benchmark, and 

a directional accuracy of 77.6%. Model interpretability was enhanced using Shapley Additive 

Explanations (SHAP), providing transparent and actionable insights for investors. Furthermore, 

this study outlined a compliant ethical web-scraping framework that adheres to data governance 

standards. The proposed framework demonstrates adaptability to other emerging markets (e.g., 

Bangladesh and Nigeria). The study concluded with policy recommendations for fostering AI 

adoption in Pakistan's financial sector. 

INDEX TERMS: AI-driven forecasting, emerging markets, generative adversarial network, 

long short-term memory, Pakistan stock exchange, web scraping 

I. INTRODUCTION 

Artificial Intelligence (AI) and its 

applications have completely shifted the 

working paradigm of the current financial 

market, owing to its advanced capabilities 

in data processing, pattern recognition, and 

predictive modeling. Market forecasting, 

which is a critical element of investor 

strategy, is one of the areas that has 

benefited from AI with its predictive, 

reasoning, and handling of large-scale 

datasets [1]–[5]. The Pakistan Stock 

Exchange (PSX), as an emerging market, is 

burdened with unique problems due to its 

volatility, liquidity constraints, and 

sensitivity to macroeconomic fluctuations. 

Traditional forecasting models often fail to 

capture these rapidly-moving dynamic 

patterns. This highlights the need to 

develop advanced AI strategies with 

reliable data analysis tools [6]–[10]. 

This study explored the novel integration of 

AI-powered web scraping with a GAN-

LSTM model to enhance market 
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predictions [11]– [13]. By leveraging 

autonomous data collection and AI-driven 

analytical models, this study aimed to 

upgrade the precision of market trend 

predictions. This was done by optimizing 

trading methods and providing investors 

with a comprehensive framework for 

decision-making. 

II. LITERATURE REVIEW 

This section provides a detailed and 

dynamic valuation of present works on AI-

powered marketplace predicting, through 

an effort on real-world study techniques, 

online website scraping, and deep learning 

(DL) models in evolving marketplaces. The 

analysis associates and compares methods, 

results, and limits across significant 

implementations to lay the foundation and 

defend the planned method. 

A. WHEN MACHINES PREDICT 

MARKETS 

AI has progressed from simplistic 

regression models to advanced DL 

architectures in financial markets [14]–

[17]. Early studies [18]- [20] demonstrated 

the efficiency of Long Short-Term 

Networks (LSTMs), attaining 71.2% 

accuracy on NYSE data. However, these 

models struggle in developing 

marketplaces, such as the PSX, owing to 

data scarcity and volatility [21]. More 

recent work [1], [3]–[5] presented hybrid 

models (e.g., CNN-LSTM) to improve 

feature extraction. However, their 

dependence on static datasets limits their 

flexibility to real-world marketplace 

changes [14]–[16]. A notable 2024 study 

[1] applied transformer-based models to 

financial forecasting. This shows high 

accuracy but also highlights their 

substantial computational costs and data 

requirements, which are often prohibitive 

for emerging markets, such as the PSX 

[22]. 

B. USE OF GANS FOR FINANCIAL 

MODELING 

Generative Adversarial Networks (GANs) 

have attracted attention in finance to 

generate artificial data and improve 

predictive models. For instance, Dael et al. 

[11] applied Time-Series GANs to simulate 

realistic stock price trajectories, reducing 

overfitting in low-data regimes. Their study 

further demonstrated that in emerging 

markets, GAN-generated synthetic data 

improved the LSTM performance on Indian 

stock indices by 12%. Similarly, a 2021 

study [15] on Southeast Asian markets 

found that GAN-augmented datasets 

reduced the Mean Absolute Percentage 

Error (MAPE) of forecasting models by an 

average of 18% compared with models 

trained on limited genuine data alone [11]. 

This underscores the potential of GANs in 

emerging markets. However, their 

application remains largely unexplored in 

the PSX. Although PSX-specific 

applications remain rare, with most studies 

[23], [24] relying on manual technical 

analysis rather than AI-driven pattern 

synthesis. The current study directly 

addressed this gap by implementing and 

evaluating a Time-Series GAN specifically 

on the PSX-100 index. 

C. WEB SCRAPING FOR REAL-TIME 

FINANCIAL DATA 

Web scraping has emerged as a critical tool 

to acquire real-time market data, 

particularly in regions, such as Pakistan, 

where structured financial APIs are limited 

[14]–[16]. Khder [14] reported optimized 

scraping pipelines for SEC filings, 

achieving 2.1s latency. However, similar 

frameworks for PSX face challenges. This 

study highlighted PSX's reliance on 

unstructured news portals and regulatory 

reports, resulting in 4.7s latency—over 

twice that of developed markets. Ethical 
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concerns, such as compliance with 

Pakistan's SECP data policies, further 

complicate automated data collection [13], 

[20]. Recent advancements, such as the 

distributed scraping system proposed, have 

achieved sub-second latency (0.8s) in 

developed markets. This sets a high 

benchmark for emerging market 

applications [14] (see Table II). 

D. HYBRID MODELS IN EMERGING 

MARKETS  

The integration of AI with traditional 

technical analysis is gaining momentum in 

developing economies [21]. For instance, 

researchers combined Fibonacci 

retracements with machine learning (ML) 

for sector-specific PSX predictions, 

achieving 64% accuracy. However, PSX-

focused models lag behind developed 

market benchmarks by 3–5% in terms of 

accuracy, underscoring the need for 

adaptive frameworks. A meta-analysis of 

PSX studies revealed that hybrid 

architectures (e.g., GAN-LSTM) 

outperform single models by 2.6%, 

suggesting synthetic data and temporal 

modeling as key enablers [21]. A direct and 

recent comparison can be drawn with 

previous work [23], which applied a 

logistic regression model to the PSX, 

achieving varied accuracy results. The 

directional accuracy of the proposed GAN-

LSTM model (77.6%) represents a 

significant advancement over the 

established benchmark for the PSX as 

shown in Table I. 

In Table II, developed market studies (e.g., 

Lo [16] have marginally lower accuracy 

than PSX-centric research. Manual 

implementation remains common in PSX 

studies. No prior work combines technical 

patterns with real-time AI analysis. In 

Table II, PSX-specific scraping studies 

have 2.3 times higher latency than their US 

counterparts, and compliance frameworks 

are less developed for PSX [24]. 

E. THE RISE OF TRANSFORMER 

ARCHITECTURES 

While LSTMs and CNNs dominate 

temporal financial analysis, recent 

advancements have seen the application of 

transformer architectures, renowned for 

their attention mechanisms, in market 

forecasting. Models, such as those 

proposed by [7], have demonstrated 

superior accuracy in capturing long-range 

dependencies in high-frequency data from 

developed markets. However, their 

computational complexity and massive 

data requirements often render them 

impractical for emerging markets, such as 

the PSX, which suffers from data scarcity 

and infrastructure limitations. A recent 

PSX-specific study [6] applied a factor 

analysis model, noting high latency issues 

(4.9s), making it less suitable for real-time 

trading applications. This presents a critical 

trade-off between accuracy and efficiency 

that the current proposed framework aimed 

to resolve. 

TABLE I  

PERFORMANCE COMPARISON OF FORECASTING MODELS 

Model MAPE (%) RMSE Directional Accuracy (%) 

ARIMA 8.42 12.65 62.4 

LSTM 6.18 9.87 68.9 

CNN-LSTM 5.90 9.12 72.3 

Transformer 5.40 8.76 74.8 

LSTM-GAN (Proposed) 4.80 7.91 77.6 
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TABLE II  

TECHNICAL ANALYSIS AND AI IN EMERGING MARKETS 

Year Study Methodology Key Findings Comparative Study 

2024 
Ref. 

[1] 

Analyzed volatility 

models for 

predicting accuracy 

in cryptocurrency 

and financial 

markets. 

Validated that ML 

tools can perform 

well under high-

volatility conditions. 

Reinforces the trend 

toward hybrid 

models; our GAN-

LSTM focuses on 

PSX volatility but 

achieves faster 

convergence. 

2023 
Ref. 

[5] 

Comparative study 

of Deep Learning 

algorithms (RNN, 

LSTM) for 

forecasting Indian 

stock trends. 

Identified need for 

models handling 

market volatility and 

data imbalance. 

Supports our focus 

on emerging market 

volatility and the 

efficiency of GAN-

based data 

augmentation. 

2023 
Ref. 

[11] 

Used Time-Series 

GANs to simulate 

stock price 

trajectories and 

reduce overfitting. 

Improved accuracy 

significantly 

compared to standard 

LSTM baselines in 

low-data regimes. 

Closely aligns with 

our concept; our 

GAN-LSTM hybrid 

achieves 77.6% 

accuracy with lower 

latency. 

2018 
Ref. 

[23] 

Combined logistic 

regression with 

technical analysis on 

Pakistan Stock 

Exchange (PSX). 

Demonstrated that 

statistical models 

have predictive power 

but struggle with 

dynamic patterns. 

Similar principle to 

ours (PSX context), 

but our model uses 

pattern automation 

rather than manual 

regression. 

2022 
Ref. 

[21] 

Systematic literature 

review of 

complexity and 

optimization in 

developing 

economies. 

Confirmed that 

optimization 

frameworks are 

critical for 

supply/financial 

networks in 

developing regions. 

Strengthens 

justification for 

applying advanced 

AI optimization in 

emerging markets 

such as the PSX. 

III. A

IV. NALYSIS 

A.PSX WEB SCRAPING FRAMEWORK 

Figure 1 illustrates a comprehensive AI-

driven framework designed for forecasting 

and risk analysis of the PSX. The workflow 

begins with Historical Price Data (e.g., 

OHLC prices, volumes) collected via ethical 

web scraping from PSX and financial 

platforms. This raw data feeds into the Data 

Fusion Layer, which integrates and 

preprocesses diverse inputs—including real-

time market sentiment from news portals 

and macroeconomic indicators—to create a 

unified, normalized dataset. The processed 

data then powers the LSTM-GAN AI 

Model, likely a hybrid architecture, 

combining GANs for creating synthetic data 
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and LSTM networks to capture temporal 

market patterns [15]–[19]. This model 

enhances prediction robustness by 

simulating diverse market scenarios and 

addressing PSX’s data scarcity. Further, the 

Predicting Engine utilizes these 

understandings to produce slight and 

extensive term value forecasts, using 

conventional techniques, such as ARIMA 

via adaptive AI procedures. Lastly, the Risk-

Adjusted Approval relates economic risk 

metrics, for instance volatility analysis and 

Sharpe ratios) to improve predictions into 

product strategies by contributing traders 

purchase collection changes tailored to 

developing marketplace.  

By implementing web scraping, GAN-based 

artificial data, and understandable AI, this 

outline bridges real-time analysis and risk 

alert decision-making, to overcome major 

challenges faced by PSX while adhering to 

ethical data practices. 

 
FIGURE 1. AI Methodology for forecasting and risk analysis of the Pakistan Stock 

Exchange (PSX) 

B.

 PERFORMANCE ANALYSIS OF GAN-

LSTM HYBRID 

The hybrid LSTM-GAN model was 

compared with conventional ARIMA and 

isolated LSTM models using the metrics: 

(i) Mean Absolute Error, (ii) Root Mean 

Squared Error, and (iii) Directional 

Accuracy. The proposed system attained a 

MAPE of 4.80%, outdoing ARIMA 

(8.42%) and separate LSTM (6.18%), as 

shown in Table I. This performance is 

particularly significant when compared 

with prior PSX-specific research. For 

instance, the model's directional accuracy 

of 77.6% surpasses the accuracy achieved 

by prior studies [6] using standard 

statistical methods, and the 73.8% accuracy 

of recent transformer models applied to 

financial time series [7].  

Crucially, our model achieves this with a 

lower operational latency (3.2s) compared 

to the latter's 4.9s observed in higher 

architectures, making it more viable for 

real-time trading. This superiority stems 

from three key innovations:  

• GAN-driven Synthetic Data: By 

generating synthetic OHLC sequences, 

the GAN module augmented the 

limited PSX dataset (e.g., 2018– 

2023), reducing overfitting during 

volatile periods (e.g., COVID-19 
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market crashes). For instance, 

synthetic data representing extreme 

volatility regimes improved the 

LSTM’s RMSE by 14.2% during 

stress-testing.  

• Attention Mechanism: The layer 

allocated 68% of its weights to news 

sentiment and trading volume spikes, 

enabling the model to prioritize 

market-moving events (e.g., political 

announcements, interest rate hikes),  

• Real-Time Adaptation: Integration of 

web-scraped news sentiment reduced 

latency to 3.2s (vs. 4.7s in prior PSX 

studies [14]), allowing the model to 

dynamically adjust forecasts during 

intraday trading sessions. 

To assess the effectiveness of the proposed 

AI-GAN framework, historical data from 

PSX-100 Index (2018-2023) was utilized. 

Data was acquired by ethical online 

scraping of OHLC prices, trading volumes, 

and pertinent financial news sentiment. 

Furthermore, GAN-generated features 

were computed and integrated with ML 

models, notably the LSTM neural 

networks. 

The performance evaluation confirms the 

superiority of the LSTM-GAN model over 

traditional benchmarks. This corresponds 

to a 22.4% reduction in error and a 15.2% 

increase in directional accuracy, proving 

the model's advantage in both trend 

recognition and magnitude estimation. This 

advancement is attributed to the GAN 

module improving data interpretability and 

the LSTM network capturing time-based 

dependencies and market memory 

properties. By incorporating real-time 

scraped data, the model successfully 

integrates dynamic market sentiment into 

its predictions. 

Additionally, Shapley Additive 

Explanations (SHAP) [17] standards were 

active to understand the model’s 

strengthening transparency, which is 

significant in controlled surroundings, such 

as PSX. 

The model also demonstrated consistency 

across different volatility regimes, adapting 

well to macroeconomic shocks during the 

COVID-19 period and phases of political 

uncertainty. 

This supports the theory that hybrid models 

outstrip single model forecasts, particularly 

in developing marketplaces categorized by 

high noise and low liquidity. 

V.  CONCLUSION 

The current study examined the utilization 

of AI and symmetrical predicting 

procedures for forecasting tendencies for 

the Pakistan Stock Exchange (PSX). By 

unifying web scraping for real-time data 

acquisition with GAN-based data 

augmentation and deep learning via LSTM 

networks, the proposed hybrid model 

addresses the unique challenges of PSX, 

such as data scarcity, liquidity fluctuations, 

and macroeconomic instability. 

The results confirmed that the LSTM-GAN 

model is superior to typical techniques used 

in market forecasting methods, such as 

ARIMA and standalone models, for 

instance LSTM. The analysis shows that 

during periods of market instability in the 

market, GAN’s model demonstrates higher 

directional accuracy and lower forecasting 

error. The results directed to appreciate the 

value of fusing both classical and modern 

wisdom (GAN analysis) joined together 

with data-driven AI for more adaptive, 

interpretable, and reliable predictions. 

The research enhanced not only the 

resiliency of technical forecasting but also 

identified and described viable ethical 

approaches to data sourcing via online 
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scraping. The SHAP-based interpretation 

strategy proved useful in providing clarity 

to financial stakeholders. Furthermore, the 

model's flexible specification provides 

broad applicability to predictive tasks in 

developing economies or sectors, such as 

energy, climate, and commodities. 

This study created a flexible, scalable, 

and accessible framework for developing 

the financial sector by combining 

traditional approaches with innovative AI 

technology. Future work may investigate 

reinforcement learning and incorporate 

unstructured data, such as social sentiment, 

or take advantage of real-time market or 

financial feeds for deeper pattern discovery 

that would enhance predictive ability while 

retaining transparency to users. 
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